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Sequence-to-sequence

Sequence to Sequence Learning with Neural Networks https://arxiv.org/abs/1409.3215
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Modern sequence-to-sequence

Google's Neural Machine Translation System: Bridging the Gap between Human and Machine Translation 
https://arxiv.org/abs/1609.08144
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Sequence-to-sequence tutorial structure

● Implemented:
○ DatasetReader to read the data
○ DatasetIterator to generate batches
○ Vocabulary to convert words to indexes
○ and some other components for pre- and postprocessing

● To implement:
○ Encoder to encode input sequence
○ Decoder to produce output sequence
○ Teacher Forcing to help model during training time
○ Attention mechanism to give access to all encoder states during decoding



Sequence-to-sequence: encoder
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Teacher forcing

● Using model output

● Teacher forcing



Attention mechanism

Neural Machine Translation by Jointly Learning to Align and Translate https://arxiv.org/abs/1409.0473
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Let’s put it all together!

Google's Neural Machine Translation System: Bridging the Gap between Human and Machine Translation 
https://arxiv.org/abs/1609.08144
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